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Abstract. This paper investigates the impact of different
levels of expertise on errors in human~computer interaction. In
a field study 174 clerical workers from 12 different companies
were observed during their normal office work and were
questioned on their expertise with computers. The level of
expertise was determined by () the length of time an employee
had worked with a computer (computer expertise); (b) the
number of programs s/he knew (program expertise); and (c) the
daily time s/he spent working with the computer (daily work-
time expertise). These different operationalizations of novices
and experts led to different results. In contrast to widespread
assumptions, experts did not make fewer errors than novices
(except in knowledge errors). On the other hand, experts spent
less time handling the errors than novices. A cluster analysis
produced four groups in the workforce: occasional users, fre-
quent users, beginners, and general users.

1. Introduction

In order to develop effective computer systems, it is
important to gain insight into the problems which may
arise for those using software on a daily basis in the
workplace (e.g., Frese ef al. 1987). Many studies have
shown that the character of a problem is closely related
to users’ level of expertise (e.g., Chi et al. 1988). Conse-
quently, it is profitable to analyse the different problems
arising at work for computer users with different levels

. of expertise.

1.1. Studies about expertise

The existing literature about expertise has chosen to
differentiate between novices and experts as follows:

experts have greater domain knowledge (Johnson et al.
1981, Voss and Post 1988); experts have greater ability
to organize their knowledge (Chase and Simon 1973,
deGroot 1966, Soloway et al. 1988); experts tend to
explore problems to a greater degree (Schaub and
Strohschneider 1992); experts see and represent a prob-
lem in their domain at a more fundamental level (Chi et

_al. 1981); experts tend to reflect more on their own

actions (Miyake and Norman 1979, Simon and Simon
1978); experts tend to apply exceptionally efficient
heuristic strategies (Putz-Osterloh and Lemme 1987);
and experts have more realistic ideas of potential prob-
lems (Chi et al. 1982). In addition, there is a small
number of studies about errors in human-computer
interaction which reach similar conclusions (e.g., Cuff
1980, Davis 1983, Lang et al. 1981, Wiedenbeck 1985,
Youngs 1974). Overall, these studies have proven that
experts are simply better and make less errors than
novices.

Yet there seems to be one other common result:
existing studies have concentrated formally on complex,
often artificially-created experimental situations, for
example the reconstruction of a position in a game of
chess (e.g., deGroot 1965) or a computer program (e.g.,
Vessey 1988) or the management of simulated scenarios
(e.g., Dorner 1987, Funke 1988). Obviously, these stud-
ies have shown little interest in the question of how
people cope with a daily environment dominated by
routine actions rather than complex or artificial problem
solutions.

By analysing an empirical field study from an action-
theoretical point of view, we attempt to show that
experts do not necessarily reach better results: that they
do not make fewer errors than novices.
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1.2. Operationalization of expertise

Different studies use different empirical definitions of
experts and novices. However, the majority of studies on
novice/expert research in the field of human-computer
interaction has chosen to concentrate on laboratory
situations, comparing problem solutions found by pro-
fessors, teachers, and experienced programmers, with
those by students and less experienced programmers
(e.g., Adelson 1984, Allwood and Eliasson 1987, Barfield
1986, Bateson et al. 1987, Cooke and Schvaneveldt
1988, Shneiderman 1976, Soloway et al. 1988, Vihmalo
and Vihmalo 1988, Weiser and Shertz 1983). To our
knowledge there are hardly any novice/expert studies
concentrating on observations of people solving non-
standardized problems in their common work situation.

Thus, there are usually two criteria used for the
differentiation between novices and experts: degrees
(e.g., comparing students and teachers) and the time
spent working with a particular system (e.g., students
with a few vs. those with many courses) (of course, there
is a large overlap between degrees and time worked).
However, a review of the literature also showed that the
differentiation between novices and experts ‘has been
used to mean anything’ (Allwood 1986: 634) and that
‘there are currently no well-established methods for
determining programmer expertise’ (Vessey 1988: 158).
In general, there is a lack of investigations in the actual
workplace, as well as little use of multiple criteria to
differentiate different levels of expertise. Consequently,
we attempt herein to identify and analyse errors made by
novices and experts when interacting with a computer
during normal office work, and to discuss various
criteria that determine the level of expertise. The follow-
ing three criteria were considered: (a) the total length of
time that the user had worked with computers (com-
puter expertise); (b) the number of programs known
(program expertise); and (c) the amount of time working
with a computer (daily work-time expertise). Since the
subjects in the present study were all experienced in
their, work tasks, it is assumed that all subjects have

enough computer-independent task knowledge. The sug--

gested operationalizations refer to the users’ device
representations (Kieras and Polson 1985). These include
task-relevant knowledge (What task can be performed
with the computer?), computer behaviour knowledge
(How does it react?), and knowledge about the internal
structures and functions of the computer system (How
does it work?).

1.3. An action-oriented error taxonomy

To distinguish between errors made by novices and

.

experts, it is useful to differentiate specific error classes.
A taxonomy was developed for this purpose (Frese and
Zapf 1991, Zapf et al. 1992, Zapf et al. 1989). For this
article, the following distinctions are important: usabil-
ity problems! (errors and problems that result from a
mismatch between the user and the computer), ineffici-
ency problems (some detour is taken), and functionality
problems (mismatch between computer system and the
task).

According to an action-theoretic approach (Hacker
1986, Semmer and Frese 1985, Volpert 1982, 1987)
which assumes an hierarchic-sequential structure of
goals and plans, several levels of action regulation can be
differentiated. - Usability problems can occur at each
level of action regulation. The intellectual level of regu-
lation (the high level) implies that situations and prob-
lems are consciously analysed, elaborate plans are moni-
tored, and feedback is judged. Errors occur on the
intellectual level of regulation because of goals and plans
are inadequately developed. Because the plans are com-
plex or because the conditions of when to use a subplan
are not specified, a part of the action may not be done at
the right time. Finally, there may be difficulties in
interpreting feedback by the system. Errors at the intel-
lectual level of action regulation are similar to Norman’s
(1981) and Reason’s (1990) definition of mistakes.
Lower level errors can be found at the level of flexible
action patterns and at the level of sensorimotor regula-
tion. Both levels regulate routinized and highly practised
actions. The level of flexible action patterns implies that
relatively reliable structures are used which can be
changed flexibly. Errors at this level occur for example,
when the correct action is executed in the wrong situa-
tion or some sign or signal is overlooked. At the sensori-
motor level stereotypical, routinized, and automatic
sequences of movements are regulated without con-
scious attention, e.g., typing errors or incorrect move-
ments with the mouse. Errors at these levels correspond
to the definition of action slips (Norman 1981, Reason
1979, 1990). In addition, there is the knowledge base for
regulation which provides the material used to regulate
actions. Knowledge errors may appear because of infor-
mation déficits or misconceived information, for
example, not knowing a particular command, the mean-

1The term wusability is used to mean many different things
(Booth 1989). We use the term in a narrower sense than, e.g.,
Shackel (1986), whose concept comprises effectiveness, learn-
ability, flexiblity, and attitude, and thus includes aspects we
would subsume to functionality (namely the question whether
the functions of a system allow to attain a certain goal).
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ing of a particular function key, etc. (for details, see
Frese and Zapf 1991, Zapf et al. 1989, 1992).2

There are two causes for inefficiency: inefficiency due
to lack of knowledge and inefficiency due to habit (Zapf
et al. 1989). The former implies that the user follows an
inefficient strategy because he or she does not know a
better way. Inefficiency due to habit means that the
person habitually uses inefficient routines, although he
or she knows that there are more efficient ways. The
difference between knowledge errors and inefficiency
due to lack of knowledge is that the latter allows the goal
to be achieved without any correction, however a shorter
route to goal attainment is available. In contrast, knowl-
edge errors can have three consequences: (1) the user can
not achieve the goal at all; (2) the user can only achieve
the goal by external support: or (3) the user has to redo
an action step to reach the goal. Novices should be more
inefficient than experts in the knowledge subcategory of
inefficiency.

Functionality problems, as we use the term, comprise
both soft and hardware problems. They imply that
computer devices do not support the users’ goals in an
appropriate way. Functionality problems can be classi-
fied into different categories: action blockade (the user
either has to give up or has to change a goal), action
repetition (a part of one’s work is lost and needs to be
redone), action interruption (the user is interrupted by
the system, but is able—usually after some additional
work—to continue), and action detour (the user knows
the weaknesses of the software and compensates them).
We did not develop abstract suppositions regarding
functionality, but were interested in determining empiri-
cally the occurrence of functionality problems with
novices and experts. :

1.4. Errors of novices and experts

The taxonomy allows us to develop hypotheses regard-
ing different types of errors depending on the operation-
alization of expertise. People who know many programs
(program experts) probably have a good general mental
model of computers and programs. This may reduce
knowledge errors. However, those experts have to deal
with many incompatible programs. Since they are better
acquainted with some programs than with others—and
have routinized their actions—they will apply their

2In addition, errors can also be differentiated according to
different stages of the action process (Frese and Stewart 1984,
Norman 1984, 1986) which was done by us as well (Frese and
Zapf 1991, Zapf et al. 1989, 1990). However, theory just offers
us hypotheses for the levels of regulation and not for the action
process. Therefore, the analysis collapsed errors according to
the levels of action regulation.

routines incorrectly and thus make more habit errors
(errors on the lower levels of regulation). Their well-
practised actions which successfully apply to one system
may turn out to be wrong for another one.

The other operationalization of expertise—defined as
the length of time since starting to learn to use a
computer (computer expertise}—may imply similar
hypotheses.

Action regulation for a particular task changes with
increasing experience (Frese and Altmann 1989, Frese
and Stewart 1984). The more experienced somebody is,
the more parts of a task he or she will carry out routinely.
This implies that more actions are regulated at the lower
levels. Therefore, the chance increases to commit errors
these levels. Similarly, Lewis and Norman (1986) argue
that the highly practised, automated behaviour of the
expert leads to a lack of focused attention. This increases
the likelihood of some forms of slips which correspond
with errors on lower levels of regulation. Program ex-
perts regulate more actions on lower levels than novices.

"Thus, they should show more errors on lower levels of

regulation.

Finally, expertise defined by daily length of computer
use, may have different implications. For people who
work long hours with a special program, it is important
to be efficient. For them daily inefficiency leads to a
higher loss of time than for a person who just works

_briefly with the computer. Therefore, they might be

particularly motivated to increase their knowledge and
their efficiency. Thus experts (in terms of daily computer
time) should be more efficient than daily work-time
novices.

While we have developed different hypotheses for the
different groups of novices and experts regarding to
types of errors, we expect a uniform picture for error-
handling time. Error-handling time (that is, the time
elapsed from the detection of the error to the successful
correction or abandonment of correction should be
shorter for experts, regardless of how they are operation-
alized, since they have more experience in using the
programs than novices.

2. Method
2.1. Subjects

Two hundred and fifty-nine users of 16 different
software programs from 12 companies in the Federal
Republic of Germany comprising 16 different depart-
ments and seven small firms participated in our study.
The size of the companies analysed ranged from the
office department of a large public administration de-
partment with 260 employees to a small brokerage firm
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operated by two family members. The array of work
tasks ranged from low level data entry, text editing,
graphic design, and electronic mailing, to managerial
tasks. An essential component of each subject’s job was
computer work (average percentage of daily computer
work was 50-60%). The average time of employment in
the company was 35 years, the average experience with
computers was 1-2 years, and on average 1-8 computer
programs were known. The age of the subjects ranged
from 16 to 60 years, average age was 31 years; 72-9%
were female. The subjects were observed in the office
and were asked to fill out a questionnaire. However, not
all of the 259 subjects could be observed and not all
those observed returned the questionnaire. OQur report is
based upon observation data from 198 subjects, ques-
tionnaire data from 232 subjects, and 174 subjects with
both sets of data.

2.2. Measures and procedures

The subjects were observed, interviewed and given a
standardized questionnaire which asked for demo-
graphic data, work characteristics, and their level of
computer expertise.

The observers participated in a three-day training
session which included a discussion of the theory and
procedure, as well as an evaluation of a set of errors
which we had collected previously. Observers practised
for one and a half days, and observed an experienced
observer before working with the subjects.

The subjects were observed during their routine work
process with the computer. The observation period
lasted for 2 h. The observer sat next to or behind the
subject in order to see both the screen and the keyboard.
A structured protocol sheet was used to record and
classify all errors. Each error was described briefly.
Based on these descriptions, the errors were rerated by
two raters. Interrater agreement for these two raters was
74.7%. This is equivalent to Cohen’s (1960) kappa
coefficient of 0.73. Only those errors the reraters agreed
upon were included (rn=1306). )

Error-handling time is defined as the time it takes to
correct or abandon correcting an error after it has been
detected. German companies did not allow the use of
stop watches for time-keeping. Therefore, error handling
time was recorded with a rough observer estimate on a
five-point scale: immediately (coded: 15 s), to 2 min
(coded: 1 min), to 5 min (coded: 4 min), to 10 min
(coded: 8 min) and more than 10 min (coded: 12 min).
Actually, the 10 min and above category leads to a
conservative estimate of the total handling time, because
in some cases subjects actually needed more than 30
min. To assess the reliability of error-handling time, a

small study with 23 subjects was carried out with two
observers (Priimper 1991a). Since the ratings of error
handling time were ordinal data, a Kendall’s (1948) tau
of 0-69 could be computed.

As an a priori classification, we operationalized differ-
ent kinds of novices/experts by a cut-off point on their
answers to the following questions: (a) ‘How long ago did
you start working with a computer for the very first
time? (called ‘computer expertise’). The cut-off point
was one year; i.e., ‘computer novices’ had up to one year
computer experience, ‘computer experts’ more than one;
(b) ‘How many computer programs do you work with?’
(‘program expertise’) users who knew only one computer

program were considered ‘program novices’; (¢) ‘How

many percentage of your working hours do you spend
working with a computer?” (‘daily work-time expertise’).
Those who spent less than 50% of their time working
with the computer were classified as ‘daily work-time
novices’, the others as experts.

3. Results and discussion

3.1 Results of the a priori classification of novices and
experts

Table 1 shows the results for the three different
novice/expert groups. Commonsense suggests that
novices make more errors than experts. However, our
results suggest otherwise. There were no significant dif-
ferences between computer novices and experts in the
total number of errors (usability problems, functionality
problems, and inefficiencies). Program experts even
made significantly more errors than novices. On the
other hand, there was a significant higher number of
errors in daily work-time novices. Invariably, this leads
to two conclusions. First, commonsense, is sometimes
wrong; and second, the answer to how many errors are
made by experts or novices strongly depends on which
criterion is used for defining experts and novices.

In line with our hypotheses, daily work-time novices
made significantly more errors on the knowledge base
for regulation and computer novices made significantly
more errors on the knowledge base for regulation, and
significantly more inefficiencies due to lack of knowledge
then experts. Again, the choice of criterion was impor-
tant. In contrast to computer experts and daily work-
time experts, program experts made significantly more
errors not only on the higher level but on lower levels of

3The cut-off points might seem to be a bit severe. However,
additional analyses were carried out with trichotomized
samples leading to similar results (Priimper 1991b).
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Table I. Average number of errors per computer hour for novices and experts concerning computer, program, and daily work-time

expertise.
Computer Program Daily Work-Time
Novices Experts Novices Experts Novices Experts
n=51 n=123 n=95 n=79 n=_82 n=91

Total number of errors 5-05 4-64 3.87 Fkk 5-83 5-37 *x 4.07
Usability problems

Errors in the knowledge

base of regulation 0-61 * 0-34 0-39 0-45 0-52 * 033

Errors on higher

level of regulation 0-79 0-81 0-64 * 1-00 0-79 0-82

Errors on lower

levels of regulation 212 1-89 1-55 ook 2-44 2-05 1-88
Inefficiency

Lack of knowledge 0-77 i 0-22 0-47 0-28 0-47 0-31

Inefficiency out of habit 0-30 0-31 025 0-37 0-37 0-17
Functionality problems 0-48 *x 1-08 0-58 * 1-29 1-18 * 0-56

Note: ¥**p<0-001; **p<<0-01; *p<<0-05 (one-tailed ¢ test).

Table 2. Error handling time for novices and experts (minutes per error).

Computer Program Daily Work-Time
Novices Experts Novices Experts Novices Experts
Total error handling time 2-31 * 1.51 1.72 1-79 2-09 * 1-46
n=48 n=111 n=385 n=174 n=75 n=383
Handling time for usability problems

Errors in the knowledge 2-82 * 1-65 2-06 2-19 2-39 1-74
base of regulation n=22 n=33 n=30 n=25 n=32 n=23
Errors on higher 1-98 1-65 1-64 1-87 2-34 ok 1-22
level of regulation n=28 n=62 n=46 n=44 n=43 n=47
Errors on lower 0.76 * 0.51 0.60 0.56 0.71 ok 0.47
levels of regulation n=41 n=102 n=73 n=170 n=66 n=75
Handling Time for 479 272 3-69 2:75 3:54 315
Sfunctionality problems n=10 n=29 n=21 n=18 n=16 n=22

Note: Error categories that needed no error handling (inefficiency and action detours) are excluded from the analysis.
The different ns in the separate error categories are due to the fact that error handling time per error is the result of number of errors
per person divided by error error handling time per person. In case of no error event this would mean a division by 0. In this instances

the subject is excluded from the analysis.
Note: **p<<0-01; *p<0-05 (one-tailed ¢ test).

regulation as well. Thus, learning produced a reduction,
as well as an increase of errors depending on the kind of
error and the way expertise is operationalized. Learning
increases the knowledge of the system and the capability
to apply this knowledge to the task. This leads to a
reduction of knowledge errors and errors at the intellec-
tual level of regulation. However, by growing experience
the routinized actions increase. This leads to a higher
chance of routinized errors at the lower levels of action
regulation. Apparently, errors in routinized actions were
independent of how long one has worked with a computer
in general and of how long one has worked with the
computer on a daily basis. However, the number of errors
is dependent on the amount of programs somebody
knows. The reason for this lies in the incompatibilities

between programs; routinizing the commands for one
leads to more problems with the next program.

Computer and program experts had significantly more
functionality problems than computer and program nov-
ices. Experts probably have to cope with problems of
higher complexity and, therefore, pushed the limits of
their software, producing more functionality problems,
which develop as a result of the mismatch between the
computer system and the actual work task. In contrast,
computer and program novices performed simple tasks
which were well covered by the standard features of the
software. However, the results are not completely consis-
tent because daily work-time novices had significantly
more functionality problems than daily work-time ex-
perts.
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Table 3. Four cluster solutions for ‘computer expertise’, ‘program expertise’, and ‘daily work-time expertise’.

Occasional Frequent Beginning General
Users Users Users Users
n=74 n=66 n=27 n=6
Computer Expertise 2-3 years 2-3 years 3-6 month 2-3 years
Program Expertise 1-9 1-6 1-2 52
Daily Work-Time Expertise 20-30% 80-90% 50-60% 40-50%

Table 2 presents quite a cohesive picture on error-
handling time. Whenever there is a significant differ-
ence, the novices, regardless of operationalizations,
needed more time to correct errors.

In summary, our hypotheses were partly confirmed.
The overall picture concerning the number of errors
depends very much on the specific operationalization of
experts and novices. Computer novices made more
knowledge errors and were less efficient due to lack of
knowledge. A similar picture evolved for daily work-
time novices. As predicted, there were more errors on
lower levels for program experts. Functionality problems
were higher in computer and program experts, but this
was not true for daily work-time experts.

In contrast, the picture regarding error-handling time is
much clearer and confirms our hypothesis. Novicesalways
needed more time to handleerrors thanexperts, regardless
of the operationalization of novices and experts.

3.2 Results of the cluster analysis

Up to this point, we have been concerned with a priori
operationalizations of novice and expert status. This
does not yet tell us anything about the existence of
natural groupings within the workforce. One could, for
example, argue that those people who knew many pro-
grams, probably have also worked with a computer fora
longer period of time and for a longer time each day than
computer novices. In order to find out, which empirical

groupings appear at work, we established a cluster analy-.

sis with the same three variables computer expertise,
program expertise and daily work-time expertise. Using
the average linkage between groups method’ the follow-
ing result emerged (see table 3):

The largest group consisted of employees who had 2-3

4 Actually we performed an analysis of variance to find out
whether there were any interactions for the different operation-
alizations of novices/experts. However, there was only one
significant interaction which suggests to be a chance finding.

5 The ‘average linkage between groups method’, often called
UPGMA (unweighted pair-group method using arithmetic
averages) was preferred, because it differs from the linkage
methods in that it uses information about all pairs of distances,
not just the nearest or the furthest (see Anderberg 1973).

years computer experience, knew 1-9 computer pro-
grams on average and spent 20-30% of their daily
working time with the computer. They had a fairly long
computer experience, their computer knowledge was
relatively specific and they did not spend much work
time with the computer on a daily basis. We called this
group occasional users.

The second group also had 2-3 years experience and
they knew 1-6 computer programs on average. However,
they were different from the occasional users in that they
spent more time working with the computer on a daily
basis than any other group (80-90%). This group was
called frequent users.

The third group knew only 1-2 computer programs on
average. At the same time they spent 50-60% of their
daily work time with the computer. They differed from
all the other groups in that they had used the computer
3-6 months. We called this group beginning users.

The smallest group consisted of employees who also
had 2-3 years computer experience and spent 40-50% of
their daily working time with the computer. However,
they knew many more computer programs than any
other group (5-2 on average). This group can be called
general users. ,

Generalizing this natural separation, we can define
four groups of users in the computerized office. Group
comparisons were made with Scheffé’s Multiple Range
Test (p<0-01):

e The occasional user group is the one, which has
significantly less daily work-time experience than
any other group.

o The frequent user group is the one, which has
significantly more daily work-time experience than
any other group.

o The beginning user group is the one, which has
significantly less computer experience than any
other group, but significantly more daily work-time
experience than the occasional user group.

o The general user group is the one, which has signifi-
cantly more program experience than any other
group.

Table 4 shows the results for occasional, frequent, begin-
ning and general users concerning usability problems,
inefficiencies and functionality problems. Group com-
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Table 4. Analysis of variance for number of errors per computer hour for occasional-, frequent-, beginning- and general users.

Occasional Frequent Beginning General
Users Users Users Users F
n=74 n=66 n=27 n=6 Ratio
Total number of errors 5-05 3-80 5-30 7-21 2.-81*
Usability problem
Errors in the knowledge
base of regulation 0-45 0-23 0-77 0-56 3.77%*
Errors on higher
level of regulation 068 0-70 0-98 2:70 6-99*%*
Errors on lower
levels of regulation 193 1-94 1.94 273 0-34
Inefficiency -
Lack of knowledge 0-30 0-24 1-01 0-24 o 3-80%*
Inefficiency out of habit 0-34 0-15 0-26 0-54 0-85
Functionality problems 1-36 0:54 0-34 0-45 2-19

Note. ***p<<0-001; **p<<0-01; *p<<0-05.

Table 5. Analysis of variance for error handling time per error for occasional-, frequent-, beginning- and general users
(minutes per error).

Occasional

Frequent Beginning General F
Users Users Users Users Ratio
Total error handling time 2:09 1-21 2-34 1-46 1-86
n=67 b=59 n=26 n=6
Handling time for usability problems
Errors in the knowledge 1-91 1-41 312 2-67 1-33
base of regulation n=25 n=14 n=14 n=2
Errors on higher 2:29 1-10 2:13 1-18 3-06*
level of regulation n=35 n=33 n=16 n=6
Errors on lower 065 0-47 0-74 0-37 1-49
levels of regulation n=359 nf=355 n=22 n=6
Handling Time for 443 2-41 3.53 0-50 1-19
Junctionality problems n=17 n=13 n=>; n=3

Note: Error categories that needed no error handling (inefficiency and action detours) are excluded from the analysis.
The different ns in the separate error categories are due to the fact that error handling time per error is the result of
number of errors per person divided by error error handling time per person. In case of no error event this would mean a
division by 0. In this instances the subject is excluded from the analysis.

*p<0-05.

parisons were made with the Duncan’s Multiple Range
Test (p<<0-05). :

The most interesting results were that the general
users, in spite of their expert status, made the most
errors and that the frequent users made the fewest errors
in most cases. Beginning users had the most knowledge
problems (knowledge errors and inefficiency due to
knowledge) and occasional users the most functionality
problems. General users made significantly more overall
errors than frequent users. Concerning usability prob-
lems, beginning users made significantly more knowl-
edge errors than frequent users. General users made
significantly more errors at the higher level of regulation
than the other groups. Beginning users are significantly
more inefficient because of a lack of knowledge than the
others.

Table 5 presents the results on error-handling time.
Here, significant differences only appeared within the
field of the higher level of regulation. In general, begin-
ning users seem to need the most time to handle errors,
frequent users the least by comparison.

In summary, the cluster analysis has shown three
important results. First, the a priori classification with
three classes used before is not redundant. There is not
just one dimension with experts on the one hand, who
use computers for many years, who know a lot of
programs and work with them for many hours every day,
and novices on the other hand who only have recently
begun to work with computers, know one program and
use it only occasionally. This means, that the category of
casual users (e.g. Cuff 1980) is not just an intermediate
stage between novices and experts.
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Second, there was a large group of frequent users who
habitually used just one program, have learned this
program a long time ago, and used it quite a long time
each day. They probably did not have a good general
model of computers. They could actively work with one
specific program very well. Because of their little general
understanding, they often might had greater difficulties
transferring to a second software system, as some of our
qualitative observations showed.

Third, the frequent users proved to make the least
amount of errors.

4. Discussion

Commonsense suggests that the overall number of
errors would be higher for novices. This was not the case
in our research. In fact, program experts made signifi-
cantly more overall errors than the program novices.
Apparently, errors per se are not an indication of a
novice status. Thus, one has to distinguish different
operationalizations of novices and experts as well as
different error types.

While there were differences in the number of errors
depending upon operationalization, the picture for error
handling was quite clear and relatively uniform—
novices showed significantly longer error-handling times
than experts. They obviously had less skills to cope
efficiently with errors.

The data also showed that it pays off to develop a
differentiated taxonomy of errors. For example, pro-
gram experts made more errors on the lower levels of
regulation than program novices because experts have
developed more habits that turn out to cause some
trouble when inconsistent software was used. This result
fits well with the cognitive literature which shows that
experts have more abstract knowledge and may, there-
fore, commit errors in concrete situations (Adelson
1984). :

Generally, computer and program experts have to deal
with more functionality problems than novices. One
possible reason might be that experts push the limits of
the system because more problematic areas of the soft-
. ware are used. )

From a methodological point of view the question
may arise whether the date are trivial because the
observers of our study got some training in understand-
ing the background theories and the application of the
error taxonomy. However, this is not very likely. The
observers were trained to apply the error taxonomy but
they did not know the hypotheses regarding novices and
experts. They also could not always be sure whether the
persons they observed were experts or novices, because

these data were collected by the standardized question-
naire after the observation period.

The practical implications of these results are not only
interesting, but also potentially controversial. The data
of this study suggest that practice can achieve only very
specific reductions in errors. Only errors in the knowl-
edge base for regulation and inefficiencies due to lack of
knowledge are reduced with longer computer experi-
ence. This gain in competence, however, is off-set by
other errors.

We think that the data fit nicely with our reasoning on
the concept of error management (Frese and Altmann
1989, Frese et al. 1991). Traditionally, the main empha-
sis has been to reduce the number of errors rather than
to facilitate error management. Expertise does not re-
duce errors per se (except knowledge errors). So why
should this be the exclusive goal? The error management
strategy suggests that the goal of software design and
training should not be so much to reduce the number of
errors per se, but to reduce the negative effects of errors.
One negative effect of errors is the time spent handling
them. Expertise does reduce error-handling time, thus
the most important aspects of error management are
becoming aware of potential errors, being able to inter-
pret errors, knowing strategies to recover from them,
learning from one’s errors, and developing good strat-
egies of error diagnosis.

The suggested concept of error management is useful
for all user groups, because the data showed that in many
cases it is not just the pitiable novice but also the highly
respectable expert who gets into trouble in the real
computerized office world.
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